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1 EXTENDED ABSTRACT

As financial technologies increasingly rely on consumer data to deliver services, consumers’ willingness and decision
to share their data becomes critical. While digitization and technological advancements make it possible to use more
diverse data sources to improve consumer experience and provide customized services [15], new forms of data collection
and sharing pose privacy and security risks for consumers including but not limited to data breaches, security attacks,
and data misuse [14, 16, 18]. To protect consumer privacy, existing privacy regulations rely on the “notice and choice”
framework and require businesses to disclose their data practices in privacy notices and provide consumers with
details on how to opt out of certain data practices [9]. While this framework is intended to empower consumers to
make informed privacy decisions, it often falls short in effectively informing consumers and facilitating their ability to
express choices [5]. To empower consumers, financial regulators are adopting new approaches like open banking and
open finance policies that facilitate the secure sharing of account data with licensed third parties through Application
Programming Interfaces. The secure data-sharing mechanisms enable customers to exercise control over their data,
specifically authorizing third-party access to their information that banks have. However, the effectiveness of these
approaches similarly relies on consumers’ informed consent [22]—in order for consumers to understand the implications
of their data-sharing decisions and data access permissions, consumers need to understand the financial institutions’
data practices like how their data will be processed and analyzed, and if their data will be combined with other data
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[4, 20]. Under the current regulatory framework, such information is provided in privacy notices, and the usability and
usefulness challenges of the “notice and consent" framework remain.

Furthermore, nowadays businesses often have to comply with a range of notice and choice requirements, resulting
in them providing multiple privacy notices. In the US, all financial institutions are subject to the federal Gramm-Leach-
Bliley Act (GLBA), which governs how financial institutions use, share, and protect consumers’ financial information.
Banks are also subject to state-level privacy laws like the California Consumer Privacy Act (CCPA), if they do business
in the respective state and meet certain criteria. Banks may provide additional privacy notices to be transparent about
their website and app data practices as required by the Federal Trade Commission [10].

These privacy regulations have different requirements for privacy documents. The GLBA defines personally identifi-
able information (PII) narrowly as those relating to financial products or services [8]. In compliance with GLBA, the
notices highlight data-sharing practices with affiliates and nonaffiliates for marketing purposes, for which opt-outs
are required. Typically, these notices follow a standardized, table-based format, adhering to a two-page model privacy
form [8]. In contrast, the CCPA defines PII more broadly as any data that identifies, relates to, or can reasonably be
connected to consumers or their households. The CCPA requires businesses to provide details on whether PII is sold or
shared with third parties and an explanation of consumers’ right to opt out of sale/sharing of personal information. The
notices are often presented in free-form text with varying structure, and at different locations across the websites, as
CCPA does not prescribe a strict format. Banks may also have dedicated online, mobile, or cookie notices. Compared to
GLBA and CCPA, these additional notices generally have fewer specific content requirements and thus vary widely in
content, structure, and format. This proliferation of privacy documents requires consumers to find, read, and navigate
multiple privacy notices and opt-outs provided by the same entity. Moreover, discrepancies among notices may mislead
consumers and prevent them from making informed privacy decisions and fully exercising their privacy choices. In this
study, we examine the (in)consistencies across privacy documents and opt-out choices provided by the same bank, i.e.,
inconsistencies in the implementation of different privacy regulations that a single bank is subject to.

We engage with three strands of prior work on privacy notices and controls. First, existing work has uncovered
significant inconsistencies and contradictions in businesses’ privacy disclosures and practices. These include inconsis-
tencies in the stated collection and sharing practices within a privacy policy [1, 6], between the data-sharing disclosures
and the availability of corresponding opt-out choices [24], and between privacy notices and actual data handling [2, 27].
These findings underscore that misleading privacy disclosures and non-compliant data practices are a recurring pattern
that could undermine the transparency goals of privacy notices and erode consumer trust. Building on prior work that
mostly studied specific and separate notices like the GLBA or online notices, our work takes a consumer perspective
and analyzes multiple privacy notices and opt-out choices provided by the same institution.

Second, focusing on privacy notices’ role in informing consumers about businesses’ data practices, extensive research
has examined the lack of readability of notices. For example, Chen et al.’s [3] analysis of the privacy policies of 95
popular websites found that despite the CCPA’s mandate for clear privacy disclosures, businesses still vary significantly
in both the level of detail provided in their privacy policies and their interpretation of key CCPA definitions. These
inconsistencies directly impact consumers’ ability to assess businesses’ data practices. Similarly, in examining the impact
of the GDPR on privacy disclosures, Kretschmer et al. [17] and Degeling et al. [7] found that while transparency has
improved over time, usability challenges persist, particularly in the form of complex interface designs that restrict user
agency. These findings suggest that despite regulatory intentions for transparency, the real-world implementations of
them in privacy notices often remain too complex, inconsistent, or difficult to navigate, which limits their effectiveness
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in truly informing consumers. In our work, we center consumers’ information needs on exercising privacy controls and
focus on the statements of data-sharing practices and opt-out choices across privacy notices.

Third, prior work highlighted that the design of privacy controls significantly affects consumer understanding and
willingness to exercise their rights [11, 13, 23]. Standardized, visible banners improve opt-out rates and user satisfaction
[23], while dark patterns can drastically increase the likelihood of users, especially those less educated, choosing less
privacy-protective settings [19]. Despite their importance, privacy controls often present significant usability barriers
[26]. Users frequently struggle to locate, understand, and effectively use these controls due to inconsistent placement,
complex navigation, and a lack of clear instructions [12]. Studies have shown that dark patterns in consent pop-ups
[21, 26] and CCPA opt-out processes [25] often make privacy choices less accessible or more confusing. These findings
suggest poor usability and manipulative design of privacy controls are prevalent and undermine their intended purpose,
making it more difficult for consumers to take control of their personal data. Our work collects a range of data-sharing
privacy controls provided under different privacy regulations that consumers can exercise for a given institution, which
lays the groundwork for a centralized design of privacy controls.

We collected the GLBA, CCPA, and online and mobile privacy notices and respective privacy controls for over 2,000
major banks in the US. We used quantitative methods (e.g., scraping, LLMs) to collect and analyze privacy documents
and controls, and qualitative methods (e.g., inductive coding) to identify inconsistencies. On average, banks provide two
privacy documents, typically GLBA and online notices, and yet some offer as many as five different notices. We found
that (1) while the GLBA model notice is purposefully short, consumers now have to also consider additional CCPA and
website/app notices, undermining the intended purpose of its concise format. (2) While many notices appear consistent,
and are referenced in the GLBA notice, we identified some substantial discrepancies within the same institution—for
example, a GLBA notice may state that data is not shared or sold to third parties, yet the same bank offers a do-not-sell
opt-out under the CCPA. (3) The do-not-sell and cookie opt-outs are sometimes grouped together in the same banner
without clear explanations, which may hinder consumers from understanding and exercising their choices.

Our findings demonstrate that the proliferation of notice requirements at the federal and state levels has led to a
confusing mix of privacy notices in the US financial industry. Furthermore, the discrepancies within privacy documents
and across privacy documents provided by the same institution suggest the need to harmonize notice and choice
requirements across federal and state privacy and consumer protection laws to support consumers to make informed
decisions about privacy in their interaction with financial technologies.
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